A BASIS OF THE ATIYAH-SEGAL INVARIANT POLYNOMIALS
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Abstract. For twisted $K$-theory whose twist is classified by a degree three integral cohomology of infinite order, universal even degree characteristic classes are in one to one correspondence with invariant polynomials of Atiyah and Segal. The present paper describes the ring of these invariant polynomials by a basis and structure constants.

1. Introduction

1.1. Atiyah-Segal invariant polynomials. The ring of Atiyah-Segal invariant polynomials [2] is a subring in the polynomial ring $A = \mathbb{C}[x_1, x_2, \ldots]$ on generators $x_i$ of degree $i$. Its definition is $J = \text{Ker}(d)$, the kernel of the derivation $d : A \to A$ given by

\[
dx_1 = 0, \quad dx_i = x_i - 1, \quad (i > 1).
\]

Originally, $J$ is introduced as the ring of the universal Chern classes of twisted $K$-theory [1] whose twist is classified by a degree three integral cohomology class of infinite order. While more study is dedicated to twisted $K$-theory in recent years, few is known about its Chern classes and $J$. For example, $J$ is not isomorphic to a polynomial ring [2], whereas there seems to remain the issue of presenting $J$ by generators and relations.

1.2. Main result. The aim of this paper is to describe the ring structure of $J$ by a basis and structure constants. To state the description precisely, we define, for an integer $\ell \geq 0$, a set $B^{(\ell)}$ by

\[
B^{(\ell)} = \{ \beta = (\beta_1, \beta_2, \ldots, \beta_\ell) \in \mathbb{Z}_\ell \mid \beta_1, \ldots, \beta_{\ell-1} \geq 0, \beta_\ell \geq 1 \}, \quad (\ell \geq 1),
\]

and $B^{(0)} = \{ \beta = (0) \}$. We also define $B^{(\ell)}(0)$ by the following subset in $B^{(\ell)}$:

\[
B^{(\ell)}(0) = B^{(0)}, \quad B^{(1)}(0) = \{ \beta = (1) \}, \quad B^{(1)}(0) = \{ \beta \in B^{(0)} \mid \beta_1 = 0 \}, \quad (\ell > 1).
\]

For $\beta \in B^{(\ell)}$, $\beta' \in B^{(\ell')}$ and $\beta'' \in B^{(\ell + \ell')}$, we define the number $N^{\beta''}_{\beta\beta'}$ by the following expression of a polynomial:

\[
e_1(\vec{k}, \vec{k}')^{\beta''_1} \cdots e_{\ell+\ell'}(\vec{k}, \vec{k}')^{\beta''_{\ell+\ell'}} = \sum_{\beta \in B^{(\ell)}, \beta' \in B^{(\ell')}} N^{\beta''}_{\beta\beta'} e_1(\vec{k})^{\beta_1} \cdots e_{\ell}(\vec{k})^{\beta_{\ell}} e_1(\vec{k'})^{\beta'_{1}} \cdots e_{\ell'}(\vec{k'})^{\beta'_{\ell'}},
\]

where $e_i(\vec{k})$, $e_i(\vec{k}')$ and $e_i(\vec{k}, \vec{k}')$ mean the $i$-th elementary symmetric polynomials in $\{k_1, \ldots, k_\ell\}$, $\{k'_1, \ldots, k'_{\ell'}\}$ and $\{k_1, \ldots, k_\ell, k'_1, \ldots, k'_{\ell'}\}$, respectively. Note that $N^{\beta''}_{\beta\beta'}$ are non-negative integers, because $e_i(\vec{k}, \vec{k}') = \sum_j e_j(\vec{k})e_{i-j}(\vec{k}')$.

\footnote{In [2], the ring is first defined by using the variables $s_i = \ell x_i$.}
The ring $J$ of the Atiyah-Segal invariant polynomials is isomorphic to the ring $J'$ constructed as follows:

(a) its underlying vector space over $\mathbb{C}$ is generated by $\beta \in B(0) = \bigcup_{\ell \geq 0} B^{(\ell)}(0)$;
(b) the product of $\beta \in B^{(\ell)}(0)$ and $\beta' \in B^{(\ell')}(0)$ is given by

$$\beta \cdot \beta' = \sum_{\beta'' \in B^{(\ell+\ell')}(0)} N_{\beta\beta'}^{\beta''} \beta''.$$

Denote by $g_\beta(x)$ the invariant polynomial corresponding to $\beta$. Then $g_{(0)}(x) = 1$ and $g_{(1)}(x) = x_1$. Some explicit product formulae of the polynomials are:

$$g_{(1)}g_{(1)} = g_{(0,1)}, \quad g_{(1)}g_{(0,\beta_2,\cdots,\beta_{t-1},\beta_1)} = g_{(0,\beta_2,\cdots,\beta_{t-1},-1+\beta_1,1)},$$

$$g_{(0,a)}g_{(0,b)} = \sum_{1 \leq r \leq \min(a+b,\cdots,a+b,1)} \frac{(a+b-2r)!}{(a-r)!(b-r)!} g_{(0,a+b-2r,0,r)},$$

$$g_{(0,a)}g_{(0,b,c)} = \sum_{0 \leq r \leq \min(a-s,b)} \frac{(a+b-2r-s)!}{(a-r-s)!(b-r)!} g_{(0,a+b-2r-s,c-r,s)}.$$

1.3. Application. In [2], the Chern classes of twisted $K$-theory corresponding to $J$ live in ordinary cohomology, at the first stage. Then lifting these Chern classes to twisted cohomology is proposed, and the problem to find some natural basis is raised. We answer this problem by constructing a lift of the basis in Theorem 1.1.

1.4. Toward a description of $J$ by generators and relations. If we consider the polynomial algebra generated on $B(0)$ and take the quotient by the ideal generated by relations corresponding to (b) in Theorem 1.1, then we get a description of $J$ by generators and relations, which is obviously unsatisfactory. For a satisfactory description, a possible direction would be to eliminate redundant bases. With respect to an order of monomials in $x_1$, the leading term of the invariant polynomial $g_\beta(x)$ corresponding to $\beta = (\beta_1, \cdots, \beta_\ell) \in B^{(\ell)}(0)$ is the monomial $x_\beta_1 x_\beta_2 + \cdots + x_\beta_\ell$, and its coefficient is always 1. This fact leads us to introduce the subset of $\{g_\beta | \beta \in B(0)\}$ consisting of bases $g_\beta(x)$ whose leading terms cannot be the products of the leading terms of other non-trivial bases of strictly lower degree. We can see that the bases in the subset generate the ring $J$ algebraically, and their first non-trivial relations appear in degree 12:

$$g_{(0,2)}g_{(0,1,2)} - g_{(0,3)}g_{(0,0,2)} = g_{(1)}g_{(0,0,1,2)} + g_{(1)}^2 g_{(0,2,2)},$$

$$g_{(0,2)}^2 - g_{(0,0,2)}^2 = 3g_{(1)}^2 g_{(0,2)}g_{(0,3)} - 2g_{(1)}g_{(0,0,3)} - 3g_{(1)}^4 g_{(0,4)}.$$

However, by computing relations in higher degree, we can also see that the subset still contains many redundant bases to generate $J$ algebraically. The task to find out a minimal set of algebraic generators still seems not easy, and the presentation issue of $J$ needs further study.

1.5. Plan of the paper. The description of $J$ in Theorem 1.1 originates from a construction of characteristic classes for twisted $K$-theory based on the Chern character and the Adams operations [2]. Section 2 is devoted to this motivating construction. Though this section can be skipped for the proof of Theorem 1.1, one with the understanding of the construction will find the definition of our basis natural. The proof of Theorem 1.1, which is quite elementary, is given in Section
3. The point in the proof is the definition of the polynomials $g_\beta(\bar{x})$ associated to $\beta \in B = \bigcup_{i \geq 0} B^{(i)}$. With the additive basis formed by these polynomials, the structure constant of $A$ and the subring $J \subset A$ are easy to express. Our lifts of Chern classes are provided at the end of this section.

Finally, a list of invariant polynomials $g_\beta(\bar{x})$ is appended for reference.
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2. Motivating construction

2.1. Chern character. One tool for the construction motivating our basis is the Chern character for twisted $K$-theory. For simplicity, we assume that $X$ is a smooth manifold. With some subtle technical points understood, the Chern character is a natural homomorphism $\text{ch} : K_\tau(X) \to H^\text{even}_\eta(X)$.

Here $K_\tau(X)$ denotes the twisted $K$-group of $X$ with its twist $\tau$. Since the way to realize twists may vary according to the contexts, we just point out that a twist is a geometric object classified by the degree three integral cohomology group $H^3(X; \mathbb{Z})$. For the sake of simplicity, we also assume that the twist $\tau$ is classified by an element in $H^3(X; \mathbb{Z})$ of infinite order. The target of $\text{ch}$ is the cohomology of the complex $(\Omega(X), d = \eta \wedge \cdot)$, where $\Omega(X)$ is the space of differential forms, and $\eta$ is a closed 3-form whose de Rham cohomology class corresponds to the real image of the element in $H^3(X; \mathbb{Z})$ classifying $\tau$.

A point to note is the following commutative diagram:

$$
\begin{array}{ccc}
K_\tau(X) \times K_\tau(X) & \overset{\otimes}{\longrightarrow} & K_{\tau+\tau'}(X) \\
\text{ch} \times \text{ch} \downarrow & & \downarrow \text{ch} \\
H_\eta(X) \times H_\eta'(X) & \overset{\wedge}{\longrightarrow} & H_{\eta+\eta'}(X),
\end{array}
$$

where $\otimes$ is the multiplication in twisted $K$-theory, which mixes twists.

From the Chern character, we can compute the Chern class corresponding to an invariant polynomial $f(x_1, x_2, \cdots) \in J$. Let $a \in K_\tau(X)$ be a twisted $K$-class. We express its Chern character as follows:

$$
\text{ch}(a) = [x_1(a) + x_2(a) + x_3(a) + \cdots],
$$

where $x_n(a)$ is the $2n$-form part. (The 0-form part $x_0(a)$ is absent, under the assumption on $\tau$.) The differential form $f(x_1(a), x_2(a), \cdots)$ is closed by the invariance of the polynomial $f$. If we denote the de Rham cohomology class of the differential form by $c_f(a)$, then we get the Chern class corresponding to $f$:

$$
c_f : K_\tau(X) \to H^\text{even}(X).
$$

2.2. Adams operation. The other tool for our motivating construction is the Adams operation for twisted $K$-theory [2], which is given as a natural map

$$
\psi^k : K_\tau(X) \to K_{\tau^k}(X).
$$

Here $k$ is allowed to be any integer. The twists in the source and the target of $\psi^k$ are generally different, because the formulation of $\psi^k$ involves the multiplication
in twisted $K$-theory. It should be noticed that, under the expression \( \ch(a) = [x_1(a) + x_2(a) + \cdots] \), we can express the Chern character of \( \psi^k(a) \) as
\[
\ch(\psi^k(a)) = [kx_1(a) + k^2x_2(a) + k^3x_3(a) + \cdots].
\]

2.3. **Factroy of Chern classes.** For integers \( k_1, \cdots, k_\ell \), the Adams operations \( \psi^{k_i} \) and the product in twisted $K$-theory construct
\[
\psi^{(k_1, \cdots, k_\ell)} : K_\ell(X) \to K_{(k_1 + \cdots + k_\ell)\ell}(X).
\]

By means of the properties explained so far, we can compute examples readily.

In the simplest case of \( \ell = 2 \), we have
\[
\begin{align*}
\ch(\psi^{(k_1, k_2)}(a)) &= (k_1 k_2) \cdot x_1^3 \\
&\quad + (k_1 k_2)^2 \cdot (x_2^2 - 2x_1 x_3) \\
&\quad + (k_1 k_2)^3 \cdot (x_3^3 - 2x_2 x_4 + 2x_1 x_5) \\
&\quad + (k_1 k_2)^4 \cdot (x_4^4 - 2x_3 x_5 + 2x_2 x_6 - 2x_1 x_7) \\
&\quad + (k_1 k_2)^5 \cdot (x_5^5 - 2x_4 x_6 + 2x_3 x_7 - 2x_2 x_8 + 2x_1 x_9) \\
&\quad + \cdots,
\end{align*}
\]
where \( x_i = x_i(a) \). In the case of \( \ell = 3 \), we also have
\[
\begin{align*}
\ch(\psi^{(k_1, k_2, k_3)}(a)) &= e_3 \cdot x_1^3 \\
&\quad + e_2 e_3 \cdot x_1(x_2^2 - 2x_1 x_3) \\
&\quad + e_3^3 \cdot (x_3^3 - 3x_1 x_2 x_3 + 3x_1^2 x_4) \\
&\quad + e_2^2 e_3 \cdot x_1(x_3^2 - 2x_2 x_4 + 2x_1 x_5) \\
&\quad + e_2 e_3^2 \cdot (x_4 x_2^2 - 2x_3 x_4 - x_1 x_3 x_4 + 5x_1 x_2 x_5 - 5x_1^2 x_6) \\
&\quad + e_3^3 \cdot (x_3^3 - 3x_2 x_3 x_4 + 3x_2^2 x_5 \\
&\quad + 3x_1 x_3^2 - 3x_1 x_2 x_5 - 3x_1 x_2 x_6 + 3x_1^2 x_7) \\
&\quad + e_3^3 e_3 \cdot x_1(x_4^2 - 2x_3 x_5 + 2x_2 x_6 - 2x_1 x_7) \\
&\quad + \cdots,
\end{align*}
\]
where \( e_2 = k_1 k_2 + k_2 k_3 + k_1 k_3 \) and \( e_3 = k_1 k_2 k_3 \) for short.

With some experience of calculating polynomials in \( J \), one will find that each coefficient of a product of elementary symmetric polynomials in \( k_1, \cdots, k_\ell \) is an invariant polynomial. Further, one may guess that the invariant polynomials arising in this way constitute an additive basis of a subspace in \( J \). This turns out to be the case, as a result of Theorem 1.1. In the next section, we consider \( \ch \circ \psi^{(k_1, \cdots, k_\ell)} \) in purely algebraic setting to construct our basis of \( J \).
3. A Basis of Invariant Polynomials

3.1. Preliminary. We define \( \text{ch}(k|\vec{x}) \) to be the following formal power series in variables \( x_1, x_2, \ldots \) and \( k \):

\[
\text{ch}(k|\vec{x}) = \sum_{i \geq 1} k^i x_i = kx_1 + k^2x_2 + k^3x_3 + \cdots .
\]

For an integer \( \ell \geq 1 \), we let \( \text{ch}(k_1, \ldots, k_\ell|\vec{x}) \) be the following formal power series in the variables \( x_1, x_2, \ldots \) and \( k_1, \ldots, k_\ell \):

\[
\text{ch}(k_1, \ldots, k_\ell|\vec{x}) = \text{ch}(k_1|\vec{x}) \cdots \text{ch}(k_\ell|\vec{x}) = \sum_{i_1, \ldots, i_\ell \geq 1} k_1^{i_1} \cdots k_\ell^{i_\ell} x_{i_1} \cdots x_{i_\ell}.
\]

We write \( \text{ch}(k_1, \ldots, k_\ell|\vec{x}) \) for the degree \( n \) part of \( \text{ch}(k_1, \ldots, k_\ell|\vec{x}) \) with respect to \( x_i \). By construction, \( \text{ch}(k_1, \ldots, k_\ell|\vec{x}) \) is a symmetric polynomial in \( k_1, \ldots, k_\ell \) with its coefficients in \( A \). In particular, the symmetric polynomial is of degree \( n \), provided that each \( k_i \) is given degree 1.

As is well-known [3], the ring of symmetric polynomials in \( k_1, \ldots, k_\ell \) is the polynomial ring in the elementary symmetric polynomials \( e_1, \ldots, e_\ell \):

\[
e_{j}(\vec{k}) = e_j(k_1, \ldots, k_\ell) = \sum_{1 \leq i_1 < \cdots < i_j \leq \ell} k_{i_1} \cdots k_{i_j}.
\]

For integers \( n \) and \( \ell \) such that \( n \geq \ell \geq 1 \), we put

\[
B_{n}(\ell) = \left\{ \beta = (\beta_1, \beta_2, \ldots, \beta_\ell) \in \mathbb{Z}_+^\ell \mid \beta_1, \ldots, \beta_{\ell-1} \geq 0, \beta_\ell \geq 1, \beta_1 + 2\beta_2 + \cdots + \ell \beta_\ell = n \right\}.
\]

We set \( B_{0}(\ell) = B(0) \) and \( B_{n}(0) = \emptyset \) for \( n \geq 1 \). Then \( B(\ell) \) in Section 1 is \( B(\ell) = \bigcup_{n \geq \ell} B_{n}(\ell) \). To an element \( \beta = (\beta_1, \ldots, \beta_\ell) \in B_{n}(\ell) \), we associate the product of elementary symmetric polynomials \( e^\beta(\vec{k}) = e_{\beta_1}(\vec{k})^{\beta_1} \cdots e_{\beta_\ell}(\vec{k})^{\beta_\ell} \). These products form a basis of the vector space of symmetric polynomials of degree \( n \) in \( k_1, \ldots, k_\ell \).

**Definition 3.1.** Let \( n \) and \( \ell \) be integers such that \( n \geq \ell \geq 1 \). For \( \beta \in B_{n}(\ell) \), we define a polynomial \( g_\beta(\vec{x}) \in A \) of degree \( n \) by the following formula:

\[
\text{ch}(k_1, \ldots, k_\ell|\vec{x})_n = \sum_{i_1, \ldots, i_\ell \geq 1}_{\sum_i i = n} k_1^{i_1} \cdots k_\ell^{i_\ell} x_{i_1} \cdots x_{i_\ell} = \sum_{\beta \in B_{n}(\ell)} e^\beta(k_1, \ldots, k_\ell) g_\beta(\vec{x}).
\]

For \( \beta = (\emptyset) \in B(0) \), we define \( g_\beta(\vec{x}) = 1 \).

Another equivalent definition of \( g_\beta(\vec{x}) \) makes use of the transition matrix \( M = M(n, e) \) from elementary symmetric polynomials to monomial symmetric polynomials [3]: let \( A_{n}(\ell) \) be the set of partitions of \( n \) of length \( \ell \):

\[
A_{n}(\ell) = \{ \lambda = (\lambda_1, \cdots, \lambda_\ell) \in \mathbb{Z}_+^\ell \mid \lambda_1 \geq \cdots \geq \lambda_\ell \geq 1, \lambda_1 + \cdots + \lambda_\ell = n \},
\]

which can be identified with \( B_{n}(\ell) \) through the change of expression:

\[
\beta = (\beta_1, \cdots, \beta_\ell) \leftrightarrow \lambda = (\underbrace{n, \cdots, n}_\ell, \underbrace{2, \cdots, 2}_\ell, 1, \underbrace{1, \cdots, 1}_\ell).
\]

For \( \lambda \in A_{n}(\ell) \), the monomial symmetric polynomial \( m_\lambda(\vec{k}) = m_\lambda(k_1, \ldots, k_\ell) \) is the polynomial \( \sum k_1^{\mu_1} \cdots k_\ell^{\mu_\ell} \) summed over all distinct permutations \((\mu_1, \ldots, \mu_\ell)\) of \( \lambda \). They also form a basis of the space of symmetric polynomials of degree \( n \) in \( k_i \). Let
$M_{\lambda \beta}$ be the transition matrix given by the base change $m_{\lambda} = \sum_{\beta} M_{\lambda \beta} e^\beta$. Because of the expression
\[ \text{ch}(k_1, \ldots, k_\ell|\bar{x})_n = \sum_{\lambda \in \Lambda_n^{(\ell)}} m_{\lambda}(k_1, \ldots, k_\ell) x_\lambda = \sum_{\beta \in B_n^{(\ell)}} e^\beta(k_1, \ldots, k_\ell) g_{\beta}(\bar{x}), \]
the other definition of $g_{\beta}(\bar{x})$ is
\[ g_{\beta}(\bar{x}) = \sum_{\lambda \in \Lambda_n^{(\ell)}} M_{\lambda \beta} x_\lambda, \]
where $x_\lambda = x_{\lambda_1} \cdots x_{\lambda_\ell}$ for $\lambda = (\lambda_1, \ldots, \lambda_\ell)$.

**Remark 1.** Since $M_{\lambda \beta} \in \mathbb{Z}$, the latter definition shows $g_{\beta}(\bar{x}) \in \mathbb{Z}[x_1, x_2, \cdots] \subset A$.

**Remark 2.** The transition matrix $(M_{\lambda \beta})_{\lambda \beta}$ can be computed from the Kostka matrix. Some facts about the matrix in [3] imply the expression:
\[ g_{\beta}(\bar{x}) = x_{\beta'} + \sum_{\lambda \in \Lambda_n^{(\ell)}} M_{\lambda \beta} x_\lambda. \]

Here $\beta' \in \Lambda_n$ is the conjugate of the partition $\beta$. The meaning of $\beta' < \lambda$ is that $\beta' \neq \lambda$ and $\beta' \leq \lambda$, where $\leq$ is the natural (partial) ordering [3].

**Remark 3.** For $n \geq \ell$, let $\omega \in \Lambda_n^{(\ell)}$ be $\omega = (n - \ell + 1, 1, \cdots, 1)$, which satisfies $\lambda \leq \omega$ for all $\lambda \in \Lambda_n^{(\ell)}$. For any $\beta = (\beta_1, \beta_2, \ldots, \beta_\ell) \in B_n^{(\ell)}$, the coefficient $M_{\omega \beta}$ of $x_\omega$ in $g_{\beta}(\bar{x})$ never vanish: If $n = \ell$, then $M_{\omega \beta} = 1$. If $n > \ell$, then we obtain
\[ M_{\omega \beta} = (-1)^{\ell+1+\sum_{i=1}^{\ell} \beta_i} \frac{n - \ell}{(\sum_{i=1}^{\ell} \beta_i) - 1} \prod_{i=1}^{\ell} \beta_i, \]
by using so-called Waring’s formula, an explicit formula expressing the power sum in terms of the elementary symmetric functions (page 33, Example 20, [3]).

### 3.2. Proof of Theorem 1.1.

We denote by $A_n^{(\ell)} \subset A$ the subspace consisting of polynomials of degree $n$ in $x_1, x_2, \ldots$ which are linear combinations of monomials $x_1, \cdots, x_\ell$, of length $\ell$. We set $A_n = \bigoplus_{\ell} A_n^{(\ell)}$ and $A^{(\ell)} = \bigoplus_{\ell} A_n^{(\ell)}$. By construction, the polynomial $g_{\beta}(\bar{x})$ with $\beta \in B_n^{(\ell)}$ belongs to the subspace $A_n^{(\ell)}$.

**Lemma 3.2.** The following holds about the polynomial ring $A = \mathbb{C}[x_1, x_2, \cdots]$:

(a) For $n \geq \ell \geq 0$, the set \{ $g_{\beta}(\bar{x}) | \beta \in B_n^{(\ell)}$ \} is a basis of $A_n^{(\ell)}$.
(b) For $\beta \in B_n^{(\ell)}$ and $\beta' \in B_n^{(\ell')}$, the product of the polynomials $g_{\beta}(\bar{x})$ and $g_{\beta'}(\bar{x})$ is expressed as
\[ g_{\beta}(\bar{x}) g_{\beta'}(\bar{x}) = \sum_{\beta'' \in B_n^{(\ell+\ell')}} N_{\beta \beta'}^{\beta''} g_{\beta''}(\bar{x}), \]
where $N_{\beta \beta'}^{\beta''}$ is the non-negative integer introduced in Section 1.

**Proof.** (a) For the set \{ $x_\lambda | \lambda \in \Lambda_n^{(\ell)}$ \} clearly provides a basis of $A_n^{(\ell)}$. Since the transition matrix $(M_{\lambda \beta})$ is invertible, \{ $g_{\beta}(\bar{x}) | \beta \in B_n^{(\ell)}$ \} gives rise to a basis of $A_n^{(\ell)}$ as well. Then, (b) follows from the obvious formula
\[ \text{ch}(k_1, \cdots, k_\ell|\bar{x}) \text{ch}(k_1', \cdots, k_{\ell'}|\bar{x}) = \text{ch}(k_1, \cdots, k_\ell, k_1', \cdots, k_{\ell'}|\bar{x}), \]
together with the definition of $g_\beta(\overline{x})$ and that of $N^g_{\beta_\gamma}$.

For $i \geq 0$ and $n \geq \ell + 1$, we define $B_n^{(\ell)}(i)$ to be the following subset in $B_n^{(\ell)}$:

$$B_n^{(\ell)}(i) = \left\{ \beta = (\beta_1, \beta_2, \cdots, \beta_\ell) \in \mathbb{Z}_x \mid \beta_1 = i, \beta_2 + 2\beta_2 + \cdots + \ell \beta_\ell = n \right\}.$$ 

In the case of $\ell = 0$ and $\ell = 1$, we also define $B_n^{(\ell)}(i)$ by

$$B_n^{(0)}(i) = \left\{ \begin{array}{ll}
B_n^{(0)}, & (n = i = 0), \\
\emptyset, & \text{otherwise},
\end{array} \right.$$ 

$$B_n^{(1)}(i) = \left\{ \begin{array}{ll}
\{ \beta = (i + 1) \}, & (n = i + 1), \\
\emptyset, & (n \neq i + 1).
\end{array} \right.$$ 

**Lemma 3.3.** For any $n \geq \ell + 1$ and $\beta = (\beta_1, \cdots, \beta_\ell) \in B_n^{(\ell)}(i)$, we have:

$$dg_{(\beta_1, \cdots, \beta_\ell)}(\overline{x}) = \begin{cases} 
0, & (i = 0), \\
g_{(\beta_1-1, \beta_2, \cdots, \beta_\ell)}(\overline{x}), & (i > 0).
\end{cases}$$

**Proof.** By the defining formula of $\text{ch}(k_1, \cdots, k_\ell|\overline{x})_n$, we have

$$d\text{ch}(k_1, \cdots, k_\ell|\overline{x})_n = e_1(k_1, \cdots, k_\ell)\text{ch}(k_1, \cdots, k_\ell|\overline{x})_{n-1}.$$ 

This formula and the definition of $g_\beta(\overline{x})$ establish the lemma. \qed

**The proof of Theorem 1.1.** By Lemma 3.2 and 3.3, the subspace $J = \text{Ker}(d) \subset A$ of invariant polynomials has the additive basis $\{g_\beta(\overline{x}) \mid \beta \in B(0)\}$. Since $J \subset A$ is also a subring, we use Lemma 3.2 again to see that: for $\beta \in B^{(\ell)}(0)$ and $\beta' \in B^{(\ell')}(0)$, the product of the polynomials $g_\beta(\overline{x})$ and $g_{\beta'}(\overline{x})$ is expresses as

$$g_\beta(\overline{x})g_{\beta'}(\overline{x}) = \sum_{\beta'' \in B^{(\ell + \ell')}} N^g_{\beta_\gamma} N^g_{\beta''} g_{\beta''}(\overline{x}) = \sum_{\beta'' \in B^{(\ell + \ell')}} N^g_{\beta_\gamma} g_{\beta''}(\overline{x}).$$

Thus, $\beta \mapsto g_\beta(\overline{x})$ induces a ring isomorphism $J' \simeq J$. \qed

### 3.3. Lifts to twisted cohomology

In [2], the Chern class corresponding to $f \in J$ of positive degree is, at the first stage, constructed as a natural map

$$c_f : K_r(X) \longrightarrow H^*(X).$$

Then, at the second stage, $c_f$ is lifted to the twisted cohomology

$$C_f : K_r(X) \longrightarrow H^*_n(X)$$

so that its leading term agrees with $c_f$. In the universal setting, such a lift is in one to one correspondence with a formal power series in $x_1, x_2, \cdots$:

$$F(x_1, x_2, \cdots) = f(x_1, x_2, \cdots) + \text{higher degree term}$$

satisfying $dF = F$. Clearly, a polynomial $f \in J$ admits various lifts $F$. A way to construct a lift [2] is as follows: let $\delta : A \rightarrow A$ be the derivation defined by $\delta x_1 = ix_{i+1}$. Then any $f \in J_n$ has the following series as its lift:

$$\left( \exp \frac{\delta}{n} \right) f = f + \frac{1}{n} \delta f + \frac{1}{2n^2} \delta^2 f + \cdots + \frac{1}{(d!)n^d} \delta^d f + \cdots.$$ 

Using the basis $\{g_\beta(\overline{x})\}$, we provide another way to construct a lift:
Proposition 3.4. Let \( n \) and \( \ell \) be such that \( n \geq \ell \geq 1 \). For \( \beta = (\beta_1, \beta_2, \ldots, \beta_k) \in B^{(\ell)}_n(0) \), the polynomial \( g_\beta(\bar{x}) \in J^{(\ell)}_n \) has the following series as its lift:

\[
\tilde{g}_\beta(\bar{x}) = \sum_{i \geq 0} g_{\beta(i)}(\bar{x}) = g_\beta(\bar{x}) + g_{\beta(1)}(\bar{x}) + g_{\beta(2)}(\bar{x}) + \cdots ,
\]

where \( \beta(i) = (\beta_1 + i, \beta_2, \ldots, \beta_k) \in B^{(\ell)}_{n+i}(i) \) for \( i \geq 0 \).

Proof. This is an immediate consequence of Lemma 3.3. \( \square \)

By Theorem 1.1, the lifts \( \tilde{g}_\beta(\bar{x}) \) form a basis of the universal Chern classes in twisted cohomology, which answers the problem to find a basis [2].

For \( g_{(1)}(\bar{x}) = x_1 \in J_1 \), our lift agrees with that of Atiyah and Segal:

\[
(\exp \delta)(g_{(1)}) = \tilde{g}_{(1)}(\bar{x}) = \text{ch}(1|\bar{x}) = x_1 + x_2 + x_3 + \cdots ,
\]

but not in general, as is seen in the case of \( g_{(0,1)}(\bar{x}) = x_1^2 \in J^{(2)}_2 \):

\[
\left( \exp \frac{\delta}{2} \right) x_1^2 = x_1^2 + x_1x_2 + \frac{1}{4}(x_2^2 + 2x_1x_3) + \frac{1}{8}(x_2x_3 + x_1x_4) + \cdots ,
\]

\[
\tilde{g}_{(0,1)}(\bar{x}) = x_1^2 + x_1x_2 + x_1x_3 + x_1x_4 + \cdots .
\]

A motivation of Atiyah and Segal to introduce Adams operations is to construct a characteristic class of twisted \( K \)-theory living in twisted cohomology: If \( k_1, \ldots, k_\ell \) are integers such that \( k_1 + \cdots + k_\ell = 1 \), then the Chern character and the Adams operations combine to give a characteristic class

\[
\text{ch} \circ \psi^{(k_1, \ldots, k_\ell)} : K_*(X) \longrightarrow H^*_q(X).
\]

In the universal setting, this corresponds to the series \( \text{ch}(k_1, \ldots, k_\ell|\bar{x}) \), where \( k_1, \ldots, k_\ell \) are now regarded as numbers, rather than formal variables. With respect to our basis, we can express the series as:

\[
\text{ch}(k_1, \ldots, k_\ell|\bar{x}) = \sum_{\beta \in B^{(\ell)}_n(0)} e^\beta(k_1, \ldots, k_\ell)\tilde{g}_\beta(\bar{x}).
\]

Appendix A. Lists

A.1. Poincaré polynomial. The generating function \( J(u, t) = \sum_{n, \ell} \dim J^{(\ell)}_n t^n \) for the dimension of \( J^{(\ell)}_n = A^{(\ell)}_n \cap J \) has the following formula:

\[
J(u, t) = \frac{1 - t}{(1 - ut)(1 - ut^2)(1 - ut^3)(1 - ut^4) \cdots} + t.
\]

If we substitute \( u = 1 \), we get the formula of the generating function \( J(t) = \sum_{n}(\dim J_n) t^n \) for the dimension of \( J_n \) in [2]:

\[
J(t) = \frac{1}{(1 - t^2)(1 - t^3)(1 - t^4) \cdots} + t
\]

\[
= 1 + t + t^2 + t^3 + 2t^4 + 2t^5 + 4t^6 + 4t^7 + 7t^8 + 8t^9 + 12t^{10}
\]

\[
+ 14t^{11} + 21t^{12} + 24t^{13} + 34t^{14} + 41t^{15} + 55t^{16} + 66t^{17} + 88t^{18}
\]

\[
+ 105t^{19} + 137t^{20} + 165t^{21} + 210t^{22} + 235t^{23} + 320t^{24} + \cdots .
\]
For $\ell \geq 0$, the generating function $J^{(\ell)}(t) = \sum_n (\dim J_n^{(\ell)}) t^n$ is
\[
J^{(0)}(t) = 1, \quad J^{(1)}(t) = t, \quad J^{(\ell)}(t) = \frac{t^\ell}{(1 - t^2)(1 - t^4) \cdots (1 - t^{2\ell})}, \quad (\ell \geq 2).
\]
A calculation gives the table:

<table>
<thead>
<tr>
<th>$\ell$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\dim J_1^{(\ell)}$</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>$\dim J_2^{(\ell)}$</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>$\dim J_3^{(\ell)}$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>$\dim J_4^{(\ell)}$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\dim J_5^{(\ell)}$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\dim J_6^{(\ell)}$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\dim J_7^{(\ell)}$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\dim J_8^{(\ell)}$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\dim J_9^{(\ell)}$</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\dim J_{10}^{(\ell)}$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\dim J_{11}^{(\ell)}$</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\dim J_{12}^{(\ell)}$</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\dim J_{13}^{(\ell)}$</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\dim J_{14}^{(\ell)}$</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\dim J_{15}^{(\ell)}$</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\dim J_{16}^{(\ell)}$</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>7</td>
<td>7</td>
<td>9</td>
<td>7</td>
<td>7</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>55</td>
</tr>
</tbody>
</table>

A.2. Lists of bases. In the following, the monomials $x_\lambda$ in the invariant polynomial $g_\beta(\vec{x})$ are arranged by using the ordering $L'_\nu$ on the set of partitions $[3]$. 

A.2.1. $\ell = 1$ and $\ell = 2$. We have
\[
J^{(1)}(t) = t, \quad J^{(2)}(t) = t^2 + t^4 + t^6 + t^8 + \cdots
\]
The base in $J^{(1)}$ is $g_{(1)} = x_1$ and the bases in $J^{(2)}$ are
\[
g_{(0,1)} = x_1^2 \\
g_{(0,2)} = x_2^2 - 2x_1x_3 \\
g_{(0,3)} = x_3^2 - 2x_2x_3 + 2x_1x_5 \\
g_{(0,4)} = x_4^2 - 2x_3x_5 + 2x_2x_6 - 2x_1x_7 \\
g_{(0,5)} = x_5^2 - 2x_4x_6 + 2x_3x_7 - 2x_2x_8 + 2x_1x_9 \\
\vdots \\
g_{(0,m)} = x_m^2 - 2x_{m-1}x_{m+1} + 2x_{m-2}x_{m+2} - \cdots + (-1)^{m-1}2x_1x_{2m-1}
\]
A.2.2. $\ell = 3$. We have
\[
J^{(3)}(t) = t^3 + t^5 + t^6 + t^7 + t^8 + 2t^9 + t^{10} + 2t^{11} + 2t^{12} + 2t^{13} + 2t^{14} + 3t^{15} + \cdots
\]
\[
g_{(0,0,1)} = x_1^3
\]
\[ g(0,1,1) = x_1(x_2^2 - 2x_1x_3) \]
\[ g(0,0,2) = x_2^3 - 3x_1x_2x_3 + 3x_1^2x_4 \]
\[ g(0,2,1) = x_1(x_2^2 - 2x_2x_4 + 2x_1x_5) \]
\[ g(0,1,2) = x_2x_3^2 - 2x_2^2x_4 - x_1x_3x_4 + 5x_1x_2x_5 - 5x_1^2x_6 \]
\[ g(0,0,3) = x_3^3 - 3x_2x_3x_4 + 3x_2^2x_5 + 3x_1x_4^2 - 3x_1x_3x_5 - 3x_1x_2x_6 + 3x_1^2x_7 \]
\[ g(0,1,1) = x_1(x_2^2 - 2x_3x_5 + 2x_2x_6 - 2x_1x_7) \]
\[ g(0,2,2) = x_2x_4^2 - 2x_2x_3x_5 + 2x_2^2x_6 - x_1x_4x_5 + 3x_1x_3x_6 - 7x_1x_2x_7 + 7x_1^2x_8 \]
\[ g(0,1,3) = x_3x_4^2 - 2x_2x_4x_5 + 5x_2x_3x_6 - 5x_2^2x_7 + 4x_1x_4^2 - 7x_1x_4x_6 + 2x_1x_3x_7 + 8x_1x_2x_8 - 8x_1^2x_9 \]
\[ g(0,4,1) = x_1(x_2^2 - 2x_4x_6 + 2x_3x_7 - 2x_2x_8 + 2x_1x_9) \]
\[ g(0,3,2) = x_2x_5^2 - 2x_2x_4x_6 + 2x_2x_3x_7 - 2x_2^2x_8 \]
\[ - x_1x_5x_6 + 3x_1x_4x_7 - 5x_1x_3x_8 + 9x_1x_2x_9 - 9x_1^2x_{10} \]
\[ g(0,0,4) = x_4^3 - 3x_3x_4x_5 + 3x_2x_5^2 + 3x_1^2x_6 - 3x_2x_4x_6 - 3x_2x_3x_7 + 3x_2^2x_8 \]
\[ - 3x_1x_5x_6 + 6x_1x_4x_7 - 3x_1x_3x_8 - 3x_1x_2x_9 + 3x_1^2x_{10} \]
\[ g(0,2,3) = x_3x_5^2 - 2x_3x_4x_6 + 2x_3^2x_7 - x_2x_5x_6 + 3x_2x_4x_7 - 7x_2x_3x_8 + 7x_2^2x_9 + 5x_1x_5^2 - 9x_1x_4x_7 - 6x_1x_3x_8 + x_1x_2x_9 - 15x_1x_2x_{10} + 15x_1^2x_{11} \]
\[ g(0,5,1) = x_1(x_2^2 - 2x_3x_7 + 2x_4x_8 - 2x_3x_9 + 2x_2x_{10} - 2x_1x_{11} \]
\[ g(0,4,2) = x_2x_6^2 - 2x_2x_5x_7 + 2x_2x_4x_8 - 2x_2x_3x_9 + 2x_2^2x_{10} \]
\[ - x_1x_6x_7 + 3x_1x_5x_8 - 5x_1x_4x_9 + 7x_1x_3x_{10} - 11x_1x_2x_{11} + 11x_1^2x_{12} \]
\[ g(0,1,4) = x_4x_5^2 - 2x_4x_6 - x_3x_5x_6 + 5x_3x_4x_7 - 5x_3^2x_8 \]
\[ + 4x_2x_5^2 - 7x_2x_3x_7 + 2x_2x_4x_8 + 8x_2x_3x_9 - 8x_2^2x_{10} + 4x_1x_6x_7 + 11x_1x_5x_8 - 13x_1x_4x_9 + 5x_1x_3x_{10} + 11x_1x_2x_{11} - 11x_1^2x_{12} \]
\[ g(0,0,5) = x_5^3 - 3x_4x_5x_6 + 3x_3x_5^2 + 3x_3x_4x_7 - 3x_3x_4x_8 + 3x_3^2x_9 \]
\[ - 3x_2x_5x_7 + 6x_2x_5x_8 - 3x_2x_4x_9 - 3x_2x_3x_{10} + 3x_2^2x_{11} + 3x_1x_5^2 \]
\[ - 3x_1x_6x_7 - 3x_1x_5x_8 + 6x_1x_4x_9 - 3x_1x_3x_{10} - 3x_1x_2x_{11} + 3x_1^2x_{12} \]
\[ g(0,3,3) = x_3x_6^2 - 2x_3x_5x_7 + 2x_3x_4x_8 - 2x_3^2x_9 - x_2x_6x_{10} + 3x_2x_5x_8 - 5x_2x_4x_9 + 9x_2x_3x_{10} - 9x_2^2x_{11} + 6x_1x_5^2 - 11x_1x_4x_{10} + 8x_1x_3x_{11} - 24x_1x_2x_{12} - 24x_1^2x_{13} \]
\[ g(0,6,1) = x_1(x_2^2 - 2x_6x_8 + 2x_5x_9 - 2x_4x_{10} + 2x_3x_{11} - 2x_2x_{12} + 2x_1x_{13} \]

A.2.3. \( \ell = 4 \). We have

\[ \mathcal{J}^{(4)}(t) = t^4 + t^6 + t^7 + 2t^8 + t^9 + 3t^{10} + 2t^{11} + 4t^{12} + 3t^{13} + 5t^{14} + 4t^{15} + \cdots \]
g(0,0,0,1) = x_1^4

\begin{align*}
g(0,0,1,1) &= x_1^3 - 3x_1x_2x_3 + 3x_3^2x_4 \\
g(0,0,2,1) &= x_1^2(x_2^2 - 2x_2x_4 + 2x_3x_5) \\
g(0,0,0,2) &= x_1^2 - 4x_1x_2x_3 + 2x_1x_3^2 + 4x_2^2x_4 - 4x_4^3x_5 \\
g(0,1,1,1) &= x_1(x_2x_3^2 - 2x_2x_4 - x_1x_3x_4 + 5x_1x_2x_5 - 5x_1^2x_6) \\
g(0,0,2,2) &= x_1(x_3^3 - 3x_2x_3x_4 + 3x_2^2x_5 + 3x_1x_4^3 - 3x_1x_3x_5 - 3x_1x_2x_6 + 3x_7^2x_7) \\
g(0,1,0,2) &= x_1^2x_3 - 2x_2x_4 - 2x_1x_3^2 + 4x_1x_2x_3x_4 + 2x_1x_2^2x_5 \\
&\quad - 3x_1^2x_4 + 2x_1^2x_3x_5 - 6x_2^2x_2x_6 + 6x_1^2x_7 \\
g(0,3,0,1) &= x_1^2(x_4^2 - 2x_3x_5 + 2x_2x_6 - 2x_1x_7) \\
g(0,0,1,2) &= x_1^2x_3^2 - 3x_2x_3x_4 + 3x_2^2x_5 - x_1x_3^3x_4 + 5x_1x_2x_3^2 - 2x_1x_2x_3x_5 - 7x_1x_2^2x_6 \\
&\quad - 5x_1^2x_4x_5 + 7x_1^2x_3x_6 + 7x_1^2x_2x_7 - 7x_1^3x_8 \\
g(0,2,1,1) &= x_1(x_2x_4^3 - 3x_2x_3x_5 - 2x_2x_3x_4 + 2x_1^2x_4^2 - 2x_1x_2x_3x_5 - 7x_1x_2^2x_6 \\
&\quad - 5x_1^2x_4x_5 + 7x_1^2x_3x_6 + 7x_1^2x_2x_7 - 7x_1^3x_8) \\
g(0,0,0,3) &= x_1^3 - 4x_2^2x_3x_4 + 2x_2^2x_4^2 + 4x_2^3x_3x_5 - 4x_2^3x_6 \\
&\quad + 4x_1x_2^2x_5 - 8x_1x_2x_4x_5 + 8x_1x_2x_3x_6 + 4x_1x_2^2x_7 \\
&\quad + 6x_1^2x_5^2 - 4x_1^2x_4x_6 - 4x_1^2x_3x_7 - 4x_1^2x_2x_8 + 4x_1^3x_9 \\
g(0,2,0,2) &= x_1^2x_4^2 - 2x_2^2x_3x_5 + 2x_2^3x_6 \\
&\quad - 2x_1x_3x_4^2 + 4x_1x_2^2x_5 - 4x_1x_2x_3x_6 - 2x_1x_2^2x_7 \\
&\quad - 4x_1^2x_5^2 + 8x_1^2x_4x_6 - 4x_1^2x_3x_7 + 8x_1^2x_2x_8 - 8x_1^3x_9 \\
g(0,1,2,1) &= x_1(x_3x_4^3 - 2x_3x_5 - 2x_2x_4x_5 + 5x_2x_3x_6 - 5x_2^2x_7 \\
&\quad + 4x_1x_2^2 - 7x_1x_4x_5 + 2x_1x_3x_7 + 8x_1x_2x_8 - 8x_1^2x_9) \\
g(0,4,0,1) &= x_1^2(x_5^5 - 2x_4x_6 + 2x_3x_7 - 2x_2x_8 + 2x_1x_9) \\
A.2.4. \quad &\ell \geq 5. \\
\mathcal{F}(t) &= t^5 + t^7 + t^8 + 2t^9 + 2t^{10} + 3t^{11} + 3t^{12} + 5t^{13} + 5t^{14} + 7t^{15} + \cdots. \\
g(0,0,0,0,1) &= x_1^5 \\
g(0,1,0,0,1) &= x_1^4(x_2^2 - 2x_1x_3) \\
g(0,0,1,0,1) &= x_1^3(x_3^3 - 3x_1x_2x_3 + 3x_1^2x_4) \\
g(0,0,0,1,1) &= x_1(x_2^4 - 4x_1x_2x_3x_4 + 2x_1x_3^2 + 4x_2^2x_2x_4 - 4x_4^3x_5) \\
g(0,0,0,1,1) &= x_1^3(x_3^3 - 2x_2x_4 + 2x_1x_5)
\[ g(0,0,0,0,2) = x_2^5 - 5x_1x_2^2x_3 + 5x_1^2x_2x_3^2 + 5x_1^2x_2^2x_4 - 5x_1^3x_3x_4 - 5x_1^3x_2x_5 + 5x_1^4x_6 \]
\[ g(0,1,0,0,1) = x_1^6(x_2^2 - 2x_1x_3) \]
\[ g(0,0,1,0,0) = x_1^4(x_2^3 - 3x_1x_2x_3 + 3x_1^2x_4) \]
\[ g(0,0,0,1,0) = x_1^4(x_2^3 - 4x_1x_2^2x_3 + 2x_1^2x_3^2 + 4x_1^2x_2x_4 - 4x_1^3x_5) \]
\[ g(0,0,0,0,1) = x_1^4(x_2^3 - 2x_2x_4 + 2x_1x_5) \]
\[ g(0,1,1,0,0) = x_1^4(x_2^3 - 5x_1x_2^2x_3 + 5x_1^2x_2x_3^2 + 5x_1^2x_2^2x_4 - 5x_1^3x_3x_4 - 5x_1^3x_2x_5 + 5x_1^4x_6) \]
\[ g(0,1,0,0,0) = x_1^4(x_2^3 - 2x_2x_3^2 - x_1x_3x_4 + 5x_1x_2x_5 - 5x_1^2x_6) \]
\[ \mathcal{J}(6)(t) = t^6 + t^8 + t^{10} + 2t^{11} + 4t^{12} + 3t^{13} + 6t^{14} + 6t^{15} + \ldots \]
\[ g(0,0,0,0,0,1) = x_1^7 \]
\[ g(0,1,0,0,0,0,1) = x_1^4(x_2^3 - 2x_1x_3) \]
\[ g(0,0,1,0,0,0,1) = x_1^4(x_2^3 - 3x_1x_2x_3 + 3x_1^2x_4) \]
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